Robust climate control of a greenhouse equipped with variable-speed fans and a variable-pressure fogging system
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A climate control system for a small greenhouse equipped with a variable-pressure fogging system and variable-speed extracting fans was developed and validated. The controllers were designed using the robust control method quantitative feedback theory (QFT) that guarantees adequate performance of the controlled system despite large modelling uncertainties and disturbances. In order to simplify the design of the controllers and achieve better performances, partial decoupling between the two control loops was achieved by describing the greenhouse climate in terms of air enthalpy and humidity ratio. This led to using ventilation for achieving the desired air enthalpy, and fogging for achieving the desired humidity ratio, assuming that the ventilation rate was approximately known. The implementation results demonstrated the good performance of the controllers, with mean tracking errors of \( \approx 0.1 \text{ g } \text{kg}^{-1} \text{[dry air]} \) and \( \approx 0.1 \text{ g } \text{kg}^{-1} \text{[dry air]} \) for enthalpy and humidity ratio, respectively. For practical applications, the desired climate was expressed in terms of air temperature and relative humidity, which were converted into enthalpy and humidity ratio using the psychrometric relationships. In this case, the mean tracking errors were \( \approx 0.2 \text{ °C} \) air temperature and less than 1% relative humidity, and the maximum mean deviations over a 10-min period with constant setpoints were 2.5 °C air temperature and 5% relative humidity.
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1. Introduction

The high capital investment associated with a greenhouse must be justified by its ability to provide year-round high quality produce. In warm regions, such as the Mediterranean area, the hot weather severely limits greenhouse production during a significant part of the year (usually from late May to September). During these months, greenhouses are either not in use or generate low quality produce. In the current global and highly competitive market, the inability to deliver high quality produce year-round makes it impossible for the growers to secure long-term markets, which may have disastrous consequences. Extending the production period of greenhouse through the hot summer months is therefore a priority in such regions.

During periods of high heat load (high solar radiation and air temperature), ventilation alone is not always capable of removing a sufficient amount of the energy that enters the
greenhouse and the air temperature reaches unacceptably high levels. One approach to solve this problem consists of diminishing the amount of energy that enters the greenhouse. This is typically achieved by using shading screens, either fixed or movable. However, the effectiveness of such screens is limited and by themselves they do not provide an adequate solution. In addition, such screens reduce the solar radiation that reaches the plant canopy, and hence reduce photosynthesis and crop growth. Although selective filtering of the light entering the greenhouse air, which absorbs heat before being removed by the fans, and thus the evaporation rate. Fog droplets have relatively large frictional forces arising from movement of the droplets through the air and low mass, so that the velocity of the falling drops is low. This results in a long residence time in the air, which allows the complete evaporation of the droplets and ensures highly efficient evaporation of the water. Also, as long as the water injection rate is lower than the evaporation potential of the air, the plant canopy remains dry. Fogging avoids the main drawbacks associated with the pad-and-fan system. Its main disadvantage, however, is the lack of uniformity of greenhouse climate, which is characterised by increasing temperature and falling humidity along the airflow. For instance, Arbel, Yekutiel, and Barak (1999) reported a temperature gradient of 3.5 °C in a 16 m long greenhouse equipped with a pad-and-fan system. Sabeh, Giacomelli, and Kubota (2006) and Sase et al. (2006) also reported poor uniformity of the air temperature and humidity in a 30 m long pad-and-fan cooled greenhouse, especially at low ventilation rates, with temperature differences between the inlet pad and the exhaust fan as high as 6.8 °C. Similar observations were also reported by Kittas, Bartzanas, and Jaffrin (2003). Fogging is based on spraying water droplets with a diameter ranging from 2 to 60 μm into the air (ASHRAE, 1972, Chap. 10). Decreasing droplet size increases the surface area per unit mass of water which increases the heat and mass exchange between the water and the air, and thus the evaporation rate. Fog droplets have relatively large frictional forces arising from movement of the drops through the air and low mass, so that the velocity of the falling drops is low. This results in a long residence time in the air, which allows the complete evaporation of the droplets and ensures highly efficient evaporation of the water. Also, as long as the water injection rate is lower than the evaporation potential of the air, the plant canopy remains dry. Fogging avoids the main drawbacks associated with the pad-and-fan systems. The fogging nozzles can be distributed throughout the greenhouse, which allows for removing energy directly from the greenhouse air rather than at the air inlet, and proper design of the ventilation system ensures that both temperature and humidity are uniform throughout the greenhouse (Arbel, Barak, & Shkylar 2003; Arbel et al., 1999). Despite these advantages, fogging is not widely used in commercial greenhouses. According to Handarto, Ohyama, Toida, Goto, and Kozai (2006), this is mainly due to the absence of efficient and proven control strategies for such systems. Although simple on/off fogging control based on...
threshold levels (“thermostatic control”) is theoretically possible, such simplistic control is not only highly inefficient but also very risky since excessive fogging may result in water deposition on the canopy, with the associated risk of damage to the plants. In addition, it must be noted that when fogging is used, increasing the ventilation rate does not necessarily lead to a decrease of the air dry-bulb temperature (Arbel et al., 2003). Such non-intuitive behaviour of the system further stresses the need for advanced automatic control.

The development of control strategies for fogging systems in greenhouses has been investigated by Arbel et al. (1999, 2003), Handarto et al. (2006) and Sase et al. (2006). These studies were based on a static description of the greenhouse and the crop, and resulted in “if-then” control rules. Haeussermann et al. (2007) who investigated the use of a fogging system in pig-houses also relied on simple thermostatic “if-then” control rules. Such an approach fails to consider two important characteristics of greenhouses. Firstly, such systems are dynamic by nature and a static representation is overly simplistic. Secondly, the simple mathematical models that are used to describe the greenhouse climate and determine the control rules are not perfect. More specifically, most of the parameters that are included in the models are known only approximately, either because they cannot be measured directly or because during the parameter identification procedure unmodelled processes are reflected through variation of the parameters. In control terminology, such systems are called “uncertain”. In order to ensure adequate performance, such systems should be controlled using either adaptive or robust controllers (e.g. Skogestad & Postlethwaite, 2005). Such a robust controller for temperature and humidity in animal buildings was developed by Soldatos, Arvanitis, Daskalov, Pasgianos, and Sigrimis (2005) and Daskalov, Arvanitis, Pasgianos, and Sigrimis (2006), extending the work of Pasgianos, Arvanitis, Polycarpou, and Sigrimis (2003) who developed a controller based on a dynamic model that did not take parameter uncertainties into account. The present work investigates an alternative approach and focuses on the design of a robust linear time invariant controller for greenhouse temperature and humidity, using the quantitative feedback theory (QFT) loop-shaping technique (Horowitz, 1991; Horowitz & Sidi, 1972). This approach was chosen since it offers a highly transparent design process and typically yields simple low order controllers that can be easily implemented. In addition, QFT is a natural extension of classical Bode loop-shaping and is easy to grasp for anyone familiar with the Nichols chart. Various QFT software, ranging from stand-alone applications to third-party toolbox codes for Matlab, is currently available.

2. Greenhouse description

This study was conducted in a single-span glass-covered 18 m × 6 m experimental greenhouse located at the Agricultural Research Organization Center, Bet-Dagan, Israel. Dry-bulb and wet-bulb temperatures were measured at a height of 0.5 m at the centre of the greenhouse using thermocouples (type T) housed in an aspirated and shielded enclosure. Similar thermocouples were used to measure the outdoor dry-bulb and wet-bulb temperatures. A pyranometer (LI-200, LI-COR Inc., Lincoln, NE, USA) was used to measure the incoming shortwave solar radiation at a height of 6m above the greenhouse. All sensors were connected to a data acquisition module (FieldPoint2000, National Instruments, Austin, TX, USA) interfaced with a custom LabView application via FieldPoint2000 output modules and appropriate drivers. No plants were present in the greenhouse but the greenhouse floor was covered with lawn carpets to aerodynamically mimic a mature transpiring crop.

3. System modelling and control approach

For control purposes, greenhouse air is most conveniently described using the enthalpy and humidity ratio, which can be both described adequately by first order differential equations. For the enthalpy, the equation reads:

\[
\frac{d\tilde{h}_i}{dt} = a_l - \rho C_p (T_i - T_o) - \rho q(w_i - w_o) - U(T_i - T_o)
\]

(1)

where \(\tilde{h}_i\) is the enthalpy of the greenhouse air, \(T_i\), \(T_o\), \(w_i\) and \(w_o\) denote the indoor and outdoor temperature and humidity ratio, respectively, \(q\) is the air exchange rate, \(U\) is the overall heat transfer coefficient, \(I\) is the incoming shortwave solar radiation outside the greenhouse, \(\rho\) is the density of dry air, \(l\) is the mean height of the greenhouse, \(C_p\) is the specific heat of air, \(\tilde{h}_i\) is the heat of vapourisation of water and \(a\) denotes the fraction of solar radiation that is converted into sensible and latent heat of the air inside the greenhouse. Hence, the first term in Eq. (1) describes the heat load from solar radiation, the second and third terms describe the sensible and latent heat that leave the greenhouse through ventilation, and the last term corresponds to the heat loss due to cover convection. Using the definition of enthalpy \((h = C_p T + \tilde{w} \tilde{u})\), Eq. (1) can be rewritten as:

\[
\frac{d\tilde{h}_i}{dt} = a_l - \rho q(h_i - h_o) \frac{U}{C_p}(h_i - h_o) + \frac{U_l}{C_p}(w_i - w_o)
\]

(2)

The equation that describes the humidity ratio is

\[
\frac{d\tilde{w}_i}{dt} = f + \rho q(w_i - w_o)
\]

(3)

where \(f\) and \(e\) denote the contributions of the fogging system and the crop, respectively, and the last term denotes the water that leaves the greenhouse due to ventilation. Models of various complexities have been developed for describing the
crop evapotranspiration (e.g. Boulard & Wang, 2000; Prenger, Fynn, & Hansen, 2002; Stanghellini & de Jong, 1995). In the present control approach, crop evapotranspiration is treated as an unmeasured disturbance, for which an accurate model is not required. Hence, the simplest possible model was adopted, which assumes that evapotranspiration is directly proportional to solar radiation:

\[ e = \beta I \] (4)

It is important to emphasise that this model was required only in order to perform time-domain simulations of the controlled greenhouse for validating the controllers (Section 5) and this assumption did not influence the design of the controllers.

It must be noted that Eq. (2) contains only one of the control variables, namely the ventilation rate. In other words, the effect of fogging on the air enthalpy is only indirect via the humidity ratio (i.e. last term in Eq. (2)). Furthermore, under normal operating conditions this term is about one order of magnitude smaller than the term related to the ventilation. Therefore, this term can be treated as a disturbance for the purpose of designing the controllers and the system defined by Eqs. (2) and (3) can be conveniently rewritten as:

\[ \rho \frac{dh}{dt} = -\rho q(h_i - h_e) - \frac{U}{C_p}(h_i - h_e) + \text{disturbances} \] (5)

\[ \rho \frac{dw}{dt} = f - \rho q(w_i - w_e) + \text{disturbances} \] (6)

Eqs. (5) and (6) describe a partially decoupled system rather than full 2-by-2 multiple input-multiple output (MIMO) system. Such a system can be controlled using a cascaded approach similar to the one used by Linker, Gutman, and Seginer (1999), and in which the ventilation is used to adjust the enthalpy while fogging is used to maintain the desired humidity ratio (Fig. 1). As indicated in the figure, this does mean that the user is required to prescribe the greenhouse climate in those terms and a user-interface converting commonly-used temperature and relative humidity setpoints into the equivalent enthalpy and humidity ratio using psychometric relationships (Albright, 1990) can easily be added. In practice, the actual ventilation rate will differ from the prescribed one due to disturbances and imperfect modelling of the air exchange rate, so that the fog controller must assume that the ventilation rate is only approximately known. Furthermore, Eqs. 5 and 6 cannot be expected to describe exactly the greenhouse climate, so that a so-called “robust control” approach must be used (Section 5).

4. System identification

4.1. Calibration of the actuators

The fogging system was calibrated by operating the pump at various constant pressure levels while measuring directly the pressure in the pipe and the discharge of random nozzles along the pipeline. The results are shown in Figs. 2 and 3.
Based on these results the following inverse relationships were obtained to translate the fogging rate prescribed by the controller to the command to the pump (taking into account that the nozzle pipeline includes 23 nozzles):

\[ p_{\text{prec}} = 0.011 \frac{p_{\text{prec}}}{23} + 0.003 \quad (7) \]

\[ S_{\text{pump}}^{\text{prec}} = -55.638(\frac{p_{\text{prec}}}{23})^2 + 2.110 p_{\text{prec}} - 0.006 \quad (8) \]

The airflow of the exhaust fan was estimated in a previous study using hot-wire measurements, which led to the following relation between the frequency drive of the fan and the airflow through the fan (unpublished results):

\[ v = -1709.8 S_{\text{fan}}^2 + 104.4 S_{\text{fan}} - 2.3 \quad (9) \]

where \( S_{\text{fan}} \) is the fan control signal and \( v \) is the resulting airflow. In order to take into account the fact that some air exchange through the roof openings occurs when the fans are turned off, the actual ventilation rate, \( q \), was modelled as

\[ q = \frac{6}{108} v + \phi \quad (10) \]

where the first factor was introduced to account for the six fans and the greenhouse floor surface. The “leakage” air exchange (\( \phi \)) was estimated experimentally as described in the next section.

4.2. Calibration of the enthalpy and humidity models

In order to estimate the four parameters \((U, \phi, \alpha, \beta)\) that appear in Eqs. (2), (3) and (10) the greenhouse was operated without fogging and with the following ventilation sequences: fans at full power for 30 min, fans turned off for 10 min and fans operated at a constant but arbitrary level for 20 min. Typical results are shown in Figs. 4 and 5. These experiments showed that a pure time delay exists between the fan operation and the response of the enthalpy and humidity ratio (see inserts in the figures). Therefore, the models defined by Eqs. (2), (3) and (10) were modified to include this delay of \( \tau \) s:

\[ \rho \frac{d h(t)}{d t} = - \rho \ q(t - \tau) \cdot \left( h(t - \tau) - h(t - \tau) - \frac{U}{C_p} \right) (h(t) - h(t - \tau)) \]

\[ + \ a \ l(t) + \frac{U + \beta}{C_p} (w(t) - w(t - \tau)) \quad (11) \]

\[ \rho \ l \frac{d w(t)}{d t} = f(t) - \rho \ q(t - \tau) \ (w(t - \tau) - w(t - \tau)) \ + \ beta \ l(t) \quad (12) \]

Each 60-min sequence was analysed separately and the \([U, \phi, \alpha, \beta, \tau]\) combination that produced the best fit between the estimated and measured values was recorded. As can be seen in Figs. 4 and 5, after fitting the parameters, Eqs. (11) and (12) predicted well the enthalpy and the humidity ratio. Combining the results of all the sequences led to the following uncertain intervals for the parameters:

\[ \phi = [0.02 - 0.03] \]

\[ U = [7 - 11] \]

\[ \alpha = [0.3 - 0.7] \]

\[ \beta = [25 \times 10^{-6} - 100 \times 10^{-6}] \]

\[ \tau = [20 - 40] \quad (13) \]

It is noteworthy to mention that, the values of \( \alpha, \beta \) and \( \phi \) were not required for designing the controllers since these parameters were associated only with disturbances (See the Eqs. (15) and (23) below).

5. Design of the controllers

The controllers were designed using QFT method, which is a loop-shaping procedure in which the user designs a feedback controller and a pre-filter in an interactive fashion. The feedback controller is most conveniently designed in a Nichols
Fig. 4 — Top frame: Command to fans (red dashed line, right Y-axis) and measured (thin blue line) and predicted (bold green line) enthalpy vs. time. Bottom frame: Measured (thin blue line) and predicted (bold green line) humidity ratio vs. time. The inserts show in more details the response of the system to the fans switch-off at time 1800 s. The outside enthalpy, humidity ratio and solar radiation remained within 59–66 kJ g\(^{-1}\), 12–14 g kg\(^{-1}\) and 740–880 W m\(^{-2}\) during the period shown.

Fig. 5 — Top frame: Command to fans (red dashed line, right ordinate) and measured (thin blue line) and predicted (bold green line) enthalpy vs. time. Bottom frame: Measured (thin blue line) and predicted (bold green line) humidity ratio vs. time. The inserts show in more details the response of the system to the fans switch-off at time 1800 s. The outside enthalpy, humidity ratio and solar radiation remained within 54–57 kJ g\(^{-1}\), 9.5–11 g kg\(^{-1}\) and 300–500 W m\(^{-2}\) during the period shown.
The procedure starts with the choice of a nominal model and the computation of the value-sets (also called templates) that describe the uncertainty of the model at selected frequencies. These value-sets are then combined with the design specifications to yield a series of bounds that the nominal open-loop (feedback controller and nominal system) has to respect in order for the closed-loop system to be stable and meet the specifications. The design procedure ends with the design of a pre-filter. A detailed description of the method can be found in the papers of Horowitz and Sidi (1972) and Horowitz (1991) or in various textbooks such as by Houpis, Rasmussen, and Garcia-Sanz (2006).

5.1. Enthalpy control loop

The QFT approach selected in this work requires linearization of the model for designing the controller. Since the outdoor conditions change slowly, introducing $q = h_i/h_0$ and neglecting the outdoor variations altogether, Eq. (11) yields:

$$\rho \frac{d\theta(t)}{dt} = -\rho q(t-\tau)\theta(t-\tau) - \frac{U}{C_p} \theta(t) + a(t) \tag{14}$$

Since the inside and outside enthalpies are being measured and change slowly, feedback linearisation can be used to linearise the bi-linear Eq. (14) (Gutman, 1981). Introducing the new control variable $\psi = q \theta$ and applying the Laplace transform yields the transfer function:

$$\frac{\Theta}{\Psi} = \frac{-\rho e^{-s\tau}}{\rho s + \frac{U}{C_p}} \tag{15}$$

As a final step before designing the controller, it is necessary to include an additional uncertain gain in the model that reflects the fact that the actual ventilation rate is not equal to the desired one. Since the accuracy of the ventilation model Eq (10) and the influence of the wind on the air exchange rate could not be estimated rigorously, an uncertainty of $\pm 25\%$, which is probably overly conservative, was considered, leading to the final design model:

$$\Omega_h = \frac{\Theta}{\Psi} = \frac{-\eta \rho e^{-s\tau}}{\rho s + \frac{U}{C_p}} \tag{16}$$

where the three uncertain parameters are $\eta = [0.75–1.25]$, $U = [7–11]$ and $\tau = [20–40]$. The QFT design procedure requires that the user defines a nominal value for each parameter. However, these nominal values can be chosen arbitrarily (within the uncertainty range of the respective parameter) and their actual values do not affect the subsequent results. The following values were used: $\eta = 1$, $U = 9$ and $\tau = 30$.

The following specifications were chosen for the controlled loop:

- Zero steady-state error in response to step change in reference signal
- Maximum overshoot: 15%
- Rise time (90%): 150–420 s
- Convergence time (±10%): 480 s
- $1/G_h \Omega_h \leq 6 \text{ dB}$, where $G_h$ denotes the feedback controller

The last specification guarantees closed-loop stability and implies a worst-case gain margin and phase margin of approximately 6 dB and 30°, respectively. Although the time-domain specifications may seem lenient, their choice was dictated by the large delay and gain uncertainty that exist in the model, and by the fact that under normal operation the setpoint is not expected to change abruptly. Following the QFT procedure as implemented in the design software Qsyn...
(Gutman, 1996), the time-domain specifications were translated to frequency domain specifications assuming that the resulting closed-loop would behave as a second order system. These specifications, together with the value-sets of the model (Eq.(16)), were used to compute the Horowitz–Sidi bounds shown in Fig. 6. The sensitivity bounds (shown for selected frequencies as solid lines around the instability point \((-1 + 0 \, j\)) correspond to the location of the nominal open-loop closest to the instability point \((-1 + 0 \, j\)) for which the specification \(\frac{1}{1 + G_h \cdot Q_h} \leq 6 \, \text{dB}\) is met at the respective frequency. In order for the closed-loop to be stable, the nominal open-loop at each frequency must be outside the sensitivity bound of the corresponding frequency. The tolerance bounds (shown for selected frequencies as dot-dashed lines in Fig. 6) correspond to location of the nominal open-loop that ensures that the closed-loop system meets the frequency domain specifications. In order to meet the specifications, the nominal open-loop at each frequency must be above the corresponding tolerance bound. A suitable controller is found by iterative trial-and-error loop shaping during which the designer modifies the form and the parameters of the controller until the design specifications are met.

This procedure led to adoption of the following simple PI (proportional-integral) feedback controller:

\[
G_h(s) = 25 \times 10^{-3} \frac{s + 4 \times 10^{-3}}{s} - \frac{1 - e^{-10s}}{10s}
\]  

(17)

where the last factor corresponds to the sample-and-hold operation that will be embedded in the discrete controller (Franklin, Powell, & Workman, 1998). Fig. 6 shows that the closed-loop with this controller meets the specifications. Although a tighter design could be achieved, some safety margin relative to the sensitivity bounds was kept in order to account for some phase loss when discretising the controller.

The following low-pass pre-filter was added to adjust the system bandwidth according to the specifications:

\[
F_h(s) = \frac{0.01}{s + 0.01}
\]

(18)

and Fig. 7 shows that the compensated closed loop \(F_h \cdot G_h \cdot Q_h/(1 + G_h \cdot Q_h)\) fulfils the design specifications.

For implementation, \(G_h(s)\) and \(F_h(s)\) were translated to their respective discrete forms using the matched zero-pole method (Franklin et al., 1998):

![Nichols chart showing the value-sets of Eq. (23) (no cancellation of the nominal system) and Eq. (24) (with cancellation of the nominal system) at four frequencies. Since only the extent of each value-set is of importance, some of the value-sets were shifted in order to avoid overlapping and to enhance clarity.](image-url)
which yields the following transfer function between the fogging rate and the humidity ratio:

$$Q_u = \frac{Y_s}{F_w} = \frac{\kappa}{\rho \cdot l \cdot s + \rho \cdot Q_{\text{prec}} \cdot e^{-\frac{\kappa}{s}}}$$  (22)

where $\kappa$ is an additional uncertain parameter that takes into account the fact that the fogging rate realised in the greenhouse will not be the prescribed one. This uncertainty can be estimated from Figs. 2 and 3 that show the relations that were found between the control signal sent to the variable-speed pump, the water pressure and the nozzles’ flow rate. Based on these results, the uncertainty range of $\kappa$ was set to (0.9−1.1).

Following the cascade approach, the ventilation rate may be assumed to be known approximately ($Q = \eta \cdot Q_{\text{prec}}$), which yields:

$$Q_u = \frac{Y_s}{F_w} = \frac{\kappa}{\rho \cdot l \cdot s + \rho \cdot \eta \cdot Q_{\text{prec}} \cdot e^{-\frac{\kappa}{s}}}$$  (23)

where $Q_{\text{prec}}$ is treated as an uncertain parameter with range (0.02−0.07). The value-sets of this system at selected frequencies are shown in Fig. 8. The area defined by each value-set contains all the feasible values of the uncertain transfer function Eq. (23) at the corresponding frequency, i.e. it represents the model uncertainty. Since the main purpose of the feedback controller is to ensure that the uncertainty that remains after closing the loop is sufficiently small (so that the system’s response is within the specifications), the larger the value-set, the harder the task of designing the controller. In the present case, the uncertainty that has to be handled by the feedback controller can be reduced by including in the controller an inverse model of the system (Linker et al., 1999) so that the system for which the controller has to be designed is:

$$Q_u = \frac{\kappa}{\rho \cdot l \cdot s + \rho \cdot \eta \cdot Q_{\text{prec}} \cdot e^{-\frac{\kappa}{s}}}$$  (24)

The advantage of using such a partial cancellation can be appreciated by comparing the value-sets of the original system Eq. (23) with those of the transfer function Eq. (24) obtained after partial cancellation (Fig. 8). Clearly, including in the controller the inverse nominal model of the system reduces the uncertainty that has to be handled by the feedback controller, especially at low frequencies.

The specifications chosen for the closed-loop were similar to the ones used for the enthalpy, which yielded the Sidi−Horowitz bounds shown in Fig. 9. The most problematic bound is the sensitivity (stability) bound at $4 \times 10^{-2}$ rad s$^{-1}$, which severely restricts the achievable closed-loop performance. Trial-and-error loop shaping led to the following feedback controller:

$$G_w(s) = 8 \cdot 10^{-5} \frac{1}{s} + 5 \cdot 10^{-3} \frac{1}{s + 2 \cdot 10^{-1}} \frac{1}{s + 0.02} - \frac{1}{10 \cdot s}$$  (25)

in which the last factor corresponds to the sample-and-hold operation that will be embedded in the discrete controller. Fig. 9 shows that the closed-loop with this controller meets the specifications, except at frequencies around $4 \times 10^{-3} - 6 \times 10^{-3}$ rad s$^{-1}$ where the nominal loop is slightly below the corresponding tolerance bound. However, the violation is minimal and does not jeopardise the overall

---

**Fig. 9** — Nichols chart showing the frequency function of the nominal open-loop (model Eq. (24) with nominal parameter values and the controller Eq. (25)), together with Horowitz–Sidi bounds. Symbols as in Fig. 6.

**Fig. 10** — Gain of compensated closed-loop $(F_w \cdot G_w \cdot \Omega_w) / (1 + G_w \cdot \Omega_w)$. Symbols as in Fig. 7.
Fig. 11 – Results (scaled enthalpy on left ordinate; humidity ratio on right ordinate) of simulations based on the models Eqs. (2) & (3) with the controllers and pre-filter Eqs. (19), (20), (27) and (28). The setpoints \( h_{\text{set}} = h_0 + 8000 \); \( w_{\text{set}} = w_0 + 2.5 \) adjusted every 10 min in the two top simulations and every 30 min in the third simulation) are shown by the thin lines and the simulated responses are shown in bold. The values of the parameters are indicated in each frame. The bottom frame shows the weather used (July 7, 2010) – solar radiation and scaled enthalpy (left ordinate) and humidity ratio (right ordinate).
performance of the closed-loop. Such small violation is highly preferable to the alternative; a much tighter design that brings the loop dangerously close to some of the sensitivity bounds.

**Fig. 10** shows that after the addition of the pre-filter

\[
F_w(s) = 2.143 \cdot \frac{s + 4 \times 10^{-3}}{s + 2.5 \times 10^{-3}} \cdot \frac{s + 7 \times 10^{-3}}{s + 24 \times 10^{-3}} \tag{26}
\]

the compensated closed loop \(F_w \cdot G_{in} \cdot Q_{in}/(1 + G_{in} \cdot Q_{in})\) is close to fulfilling the design specifications. At this point, the fact that some of the frequency-domain design specifications are not met is not a major concern since the final appraisal of the controller performance must be performed in the time-domain (Section 6).

The equivalent discrete-form of the controller obtained using the matched zero-pole method, is:

\[
G_w(z) = 1.1 \times 10^{-3} \cdot \frac{z + 1.015}{z - 0.966} - \frac{z - 0.9802}{z - 0.819} \cdot 3.956 \cdot \frac{Q_{prez}}{1 - e^{-4.345 \cdot Q_{prez}}} \tag{27}
\]

in which the term in brackets corresponds to the inverse model and the pole at \(z = 0.02\). Rechecking the loop-shaping design with \(G_w(z)\) showed that the closed-loop was stable.

The equivalent discrete-form of the pre-filter is:

\[
F_w(z) = 2.159z - 2.074 \cdot 0.9205z - 0.8583 \cdot \frac{z - 0.9753}{z - 0.7866} \tag{28}
\]

**6. Results**

**6.1. Simulation results**

The controllers were initially validated by numerical simulations based on the non-linear model described by Eqs. (2) and (3), and typical results corresponding to three combinations of the uncertain parameters are shown in Fig. 11. For simplicity, in these simulations, the enthalpy and humidity ratio setpoints were calculated as \(h_{\text{set}} = (h_o + 8000)\) and \(u_{\text{set}} = (u_o + 2.5)\). It can be seen that the setpoints were tracked in a satisfactory fashion regardless of the values of the uncertain parameters. A quantitative analysis of the controllers’ performance is shown in Table 1 which presents the mean and standard deviation of the tracking errors of both variables, when the setpoints are adjusted every 10 min. These results correspond to the three parameter combinations shown in Fig. 11 and seven additional combinations. For all ten combinations, the humidity setpoint is tracked very accurately with a mean error of less than 0.050 g [water] kg\(^{-1}\) [air] (less than 0.030 g [water] kg\(^{-1}\) [air] in nine cases) and a standard deviation of less than 0.400 g [water] kg\(^{-1}\) [air]. For the enthalpy, the standard deviation of the tracking error is around 1000 J kg\(^{-1}\) [dry air] in all simulations and the mean tracking error is less than 100 J kg\(^{-1}\) [dry air] in seven cases. The three cases with a higher mean tracking error (combinations 2, 8 and 9) corresponded to very low values of the parameter \(a\), meaning that only a small fraction of the incoming solar radiation was converted into energy in the greenhouse air. As a result, the desired setpoint cannot be maintained during part of the day, even if the fans are turned off. More specifically, the controller turned off the fans at 16:00 in simulations 8 and 9, and at 17:15 in simulation 2. The latter can be observed in Fig. 11 (second frame), in which the enthalpy is consistently below the setpoint after approximately 17:30. Clearly, in such cases the relatively large tracking error should not be blamed on the feedback controller but rather indicates that the strategy for determining the setpoints (which is beyond the scope of the present paper) should be modified to ensure the feasibility of the setpoints.

**6.2. Implementation results**

Implementation results are shown in Figs. 12–15. During these experiments the setpoints were calculated as simple functions of the outdoor conditions. Clearly, in practice, these setpoints could be determined in a much more complex fashion, taking into account for instance the type of crop, its growth stage, etc. However, the generation of such elaborate setpoints is a separate issue altogether which is beyond the scope of the present paper. Clearly, the way the setpoints were determined does not affect the performance of the controllers per se. Figs. 12 and 13 show the enthalpy and humidity ratio recorded on July 15 and July 18, 2010, respectively, during which the setpoints were at first gradually increased or decreased and then maintained at constant values for the rest of the day (except for the humidity ratio that was gradually
lowered after 19:00 on Aug 18). These figures show that on both days the controllers brought the indoor climate close to the setpoints and maintained the desired climate inside the greenhouse despite the very large diurnal variation of the outdoor environment (bottom frames of the Figures). Table 2 summarises the average performance of the controllers during the periods with constant setpoints. Overall, the mean tracking error for the enthalpy was around 100 J kg\(^{-1}\) [dry air], which is similar to the error achieved in most simulations. The standard deviation was higher (~1500 J kg\(^{-1}\) [dry air] compared to ~1000 J kg\(^{-1}\) [dry air] in the simulations), but still acceptable. For the humidity, the standard deviation is similar

Fig. 12 — Experimental results of July 15, 2010. Top frame: Enthalpy setpoints (blue) and measurements (left ordinate) and command to fans (right ordinate). Middle frame: Humidity ratio setpoints (blue) and measurements (left ordinate) and command to pump (right ordinate). Bottom frame: Outdoor solar radiation, relative humidity (left ordinate) and temperature (right ordinate).

Fig. 13 — Experimental results of July 18, 2010. Frames arrangement and symbols as in Fig. 12.
to that of the simulations (~0.4 g [water] kg⁻¹ [dry air]) but the mean error is significantly larger (~0.10 g [water] kg⁻¹ [dry air] compared to ~0.03 g [water] kg⁻¹ [dry air] in simulations). The fact that the experimental tracking errors were larger than in the simulations is not surprising, especially considering that the influence of the wind was not considered at all in the models, while in practice the fog lines are located close to the roof openings and some of the droplets may be carried away before they evaporate. Still, these experimental results are entirely satisfactory and demonstrate the robustness of the developed controllers.

Since in practice, air temperature and relative humidity (or equivalently air temperature and vapour pressure deficit) are usually used by growers to describe the greenhouse climate, Figs. 14 and 15 show the results obtained on two additional days during which the setpoints were expressed using these variables. During these tests, the temperature setpoint was adjusted every 10 min based on the outside temperature while the relative humidity setpoint remained at 80%. Although such a strategy is somewhat arbitrary, its sole purpose was to illustrate the performance of the controllers, which should be independent of the setpoints strategy as long as these setpoints are achievable. In particular, it must be emphasised that maintaining such setpoints requires adjustment of the two underlying setpoints, enthalpy and humidity ratio, which were calculated using the psychometric

<table>
<thead>
<tr>
<th>Date</th>
<th>Period used for calculation</th>
<th>Enthalpy, J kg⁻¹ [dry air]</th>
<th>Humidity ratio, g [water] kg⁻¹ [dry air]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mean (h_{set}−h_i)</td>
<td>std (h_{set}−h_i)</td>
<td>mean (w_{set}−w_i)</td>
</tr>
<tr>
<td>July 15</td>
<td>15:00–18:30</td>
<td>62</td>
<td>1365</td>
</tr>
<tr>
<td>July 18</td>
<td>11:00–19:00</td>
<td>133</td>
<td>1854</td>
</tr>
</tbody>
</table>
relationships as described in Fig. 1. Figs. 14 and 15 showed that on both days the controllers maintained the indoor climate close to the setpoints. Short-term deviations that resulted from sudden clouds can be seen around 10:00 on August 4. The overall tracking performance can be further appreciated in Table 3, which shows that on a daily basis there are only negligible deviations from the setpoints in both temperature and relative humidity. On both days, the maximum average deviations during the 10-min periods with constant setpoints were 2.5 °C and 5% relative humidity, which would be acceptable for most agricultural crops.

<table>
<thead>
<tr>
<th>Date</th>
<th>Period used for calculation</th>
<th>Temperature, °C</th>
<th>Relative humidity, %</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>mean (Tset−T)</td>
<td>std (Tset−T)</td>
</tr>
<tr>
<td>Aug 2</td>
<td>8:00−20:00</td>
<td>0.03</td>
<td>1.10</td>
</tr>
<tr>
<td>Aug 5</td>
<td>8:00−20:00</td>
<td>0.16</td>
<td>1.10</td>
</tr>
</tbody>
</table>
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